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Logic Emulation in the MegaLUT Age: 

Mooreôs Law Beats Rentôs Rule 

ÅLogic emulation today 

 

ÅRent's Rule and emulation 

 

ÅMoore's Law and emulation 

 

ÅToday's Systems on Chips 

 

ÅConclusion 

CONFIDENTIAL  
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ÅTodayôs Systems-on-Chip depend critically on software 

development. 

ï Product content is software-huge 

ï System-level HW bugs arenôt exposed without full software load. 

ÅStarting software development at first silicon is too late! 

Why Tapeouts Use Logic Emulation 

Tradôl Pre-Si Validation Post-Si Validation 

Software Development 

1st SILICON SHIP IT ï LATE? RTL FREEZE 

ICFPT 2014 Keynote ð Mike Butts  
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RTL FREEZE 

Logic Emulation is Mainstream Today 

ÅMarket pressures and system complexity demand  

a shift left approach to delivering products. 

ÅProjects require accurate, high-performance models to 

bring-up/develop/validate software before silicon is ready. 

ÅEmulate at RTL freeze and start software right away! 

SoC Pre-Si Validation Post-Si Validation 

Software Development 

1st SILICON SHIP IT 

SHIFT LEFT SCHEDULE! 

ICFPT 2014 Keynote ð Mike Butts  
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2014 FPGA-based Logic Emulator 

ÅCommercial FPGA 

ï Xilinx Virtex-7 2000T 

ï 6.6 Million gates, 47M RAM bits 

(Prototypes get more gates by manual effort) 

ï 3-D stacked silicon 

ï 600 PCB pin pairs @ 1 GHz 
 

Å300 million gates in 0.2 m3 

ï 60 Mgate module * 5 in a box = 300 Million gates 

ï Up to 5MHz emulation speed, less than 3kW. 

ï Direct interconnect between FPGAs.  

ÅScalable to 3 billion gates capacity (600 Virtex-7 2000T FPGAs) 
 

ÅSmall number of big emulation chips makes this possible. 

ICFPT 2014 Keynote ð Mike Butts  

Synopsys 

ZeBu Server 3 

60 million gates 

on one module 
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History of Rentôs Rule 

Å The problem of how many 

pins to provide for each 

partition of a system came 

up in the IBM 1401 project, 

1960. 

Å Ed Rent found this 

empirical rule for the 

relationship between pins 

per logic block and the 

number of gates in the 

block: 

       p = Kgr 

 where p = pins, g = gates, 

r is the ñRent exponentò,  

K is the ñRent constantò. 

ICFPT 2014 Keynote ð Mike Butts  
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History of Rentôs Rule 

Å IBM 1401 used a Standard Modular System (SMS) of logic modules 

with standard pin counts.  How to size? Rentôs Rule. 

Å Rent never published, but in  

1971, Landman and Russo did. 
Landman & Russo, On a Pin Versus Block Relationship For  

Partitions of Logic Graphs, IEEE Trans. Comp., col. C-20, 1971. 

Å Profound influence on system  

architecture and CAD/EDA tools. 

Å Different Rent coefficients apply  

to different environments. 

Å Empirical. Theory? Inconclusive.  

ï Exponent > 0.5: global connectivity.  

ï Constant > 1: net fanout. 

ÅRentôs Rule has been  

central to logic emulation  

system architecture. IEEE Solid-State Circuits magazine, winter 2010 

ICFPT 2014 Keynote ð Mike Butts  
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Partitioning System Modules Into Small 

Emulation Chips Cuts Many Nets 

Å System modules are richly connected inside,  

with fewer connections to other modules outside. 

Å Rentôs Rule applies to modules that get partitioned. It predicts how 

many internal nets are cut depending on the size of the partition: 

Cut nets = 2.5*gates0.57 

ï 10,000 gate partition cuts 500 nets 

ï 100,000 gate partition cuts 1800 nets.  

ï 1,000,000 gate partition cuts 6600 nets. 

 

ÅPartitioning many modules across  

small chips requires large interconnect 

HW, which costs speed, power, reliability. 

ICFPT 2014 Keynote ð Mike Butts  
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FPGA Logic Emulation and Rentôs Rule 

ÅRentôs Rule pins 

required have gone 

up with capacity, 

much faster than 

real pins available. 

ÅGap is filled by 

time-multiplexing 

many design nets 

onto fewer pins. 

ï Upwards of 30x 

per pin, now at 

GHz rate. 

ÅMore cut nets == lower speed 

FPGA Pins 

Time- 

muxing 

Rentôs Rule pins calculated 

from Xilinx LC capacity. 

ICFPT 2014 Keynote ð Mike Butts  

p = 2.5g0.57 
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Can Emulation Escape Rentôs Rule??? 

ÅRentôs Rule applies 

when each major 

module gets 

partitioned into 

many FPGAs. 

ÅWhen is that 

necessary? 

When FPGAs arenôt 

big enough. 

ÅWhat if FPGAs were 

big enough to hold 

entire major modules??? 

FPGA Pins 

Rentôs Rule pins calculated 

from Xilinx LC capacity. 

Escaping from 

Rentôs Rule? 

ICFPT 2014 Keynote ð Mike Butts  
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Å Module split into 5 small chips 

ï Extra cut nets must be interconnected. 

ï Interconnect hardware adds delay, 

power, cost and compile-time complexity, 

and decreases reliability. 

Å Module fits in 1 large chip 

ï No extra cut nets, just the 

designôs inter-module nets. 

ï Faster, cooler, smaller, cheaper, 

more reliable. 

Burns power 

Delay 

Complexity 

Failure point 

HW cost, size 

Small emulation FPGAs need more interconnect, 

Large FPGAs need less. 
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Mooreôs Law Delivers Ever-Larger FPGAs 

ÅFPGAs have 

followed Mooreôs 

Law density thru 

their entire history. 

Å34,000X in 30 years. 

ÅWhy?  

1. Regular, tiled  

architecture. 

2. Internal routing 

scaled up according 

to Rentôs Rule. 

3. Useful hard blocks: 

Memory, Arithmetic 
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Logic Cells (LC) 

Xilinx LC data, others are similar. 

Mooreôs Law: 2X / 2 years. 
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MegaLUTs 
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Emulation chips should hold entire major 

modules -- or else thousands of nets get cut 

Å If an entire module fits in an emulation chip, only its system-level nets 

get cut. There are naturally much fewer of them. 

Å In other words, chip capacity outgrows the Rentôs Rule range. 

Å Example: 3.8 million gate ñOOOò module of Intel Nehalem CPU 

ï Fits in one 28nm FPGA but must be partitioned with smaller chips. 

 

 

ICFPT 2014 Keynote ð Mike Butts  

Emulation Chip Gates 

/ chip 

Chips Extra cut 

nets 

Virtex7-2000T 6.6M 1 zero 

V6-LX550T 1.9M 2 9K 

V5-LX330 1.1M 3 10K 

Custom Proc. 1M 3 10K 

V4-LX160 0.7M 5 13K 

Custom FPGA 0.6M 5 12K 

ñIntel Nehalem Processor Core Made FPGA 

Synthesizableò, ACM FPGA 2010 
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One big 20nm FPGA can emulate  

an entire Nehalem CPU with no cut nets 

ICFPT 2014 Keynote ð Mike Butts  

ÅComponents: 

ï OOO: 3.8M gates 

ï FE: 2.2M gates 

ï EXE: 1.5M gates 

ï MEU: 1.1M gates 

ÅTotal: 8.6M gates 

 

Emulation Chip Emul 

Gates 

Total 

Chips 

Must Cut 

Components 

Must Cut 

Module 

Extra Cut 

Nets 

UltraScale VU440 12.5M 1 No No zero 

Virtex7-2000T 6.6M 2 No Yes zero 

Custom FPGA 0.6M 15 Yes Yes 37K 

Sizes derived from published 

prototyping LUT counts: ñIntel Nehalem 

Processor Core Made FPGA 

Synthesizableò, ACM FPGA 2010 

 
FPGA 1 
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Bigger Chips Beat Rentôs Rule 2 Ways 

1. When Rentôs Rule applies to emulation: 

Bigger chips cut fewer nets. Example 6.6 million gates: 

a) Ten 660,000 gate chips: 

 Rent says 660,000 gate partition cuts 5200 nets. 

 5200 cut nets * 10 chips = 52,000 total cut nets. 

b) One 6.6 million gate chip: 

 Rent says one 6.6M gate partition cuts 19,300 nets. 

10X bigger chip only cuts 37% as many nets. 
 

2. When Rentôs Rule doesnôt apply to emulation:* 

FPGAs are getting big enough to fit entire major modules. 

 Cut nets are system-level buses, which are fewer. 

Rentôs Rule only applies to cutting major modules. 

CONFIDENTIAL  

* It still applies inside the FPGAs. 
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Rentôs Rule says Chip Capacity is  

Everything!!! 
ÅWhether itôs a commercial FPGA, a custom FPGA,  

or a custom processor: 
 

Logic capacity of the emulation chip has a huge impact 

on emulation speed, cost, size, power, reliability. 
 

ÅEmulator software partitions the design into small 

enough fragments to fit in the emulator chips.  

ÅThat cuts design nets which must be reconnected. 

ïCut nets cost speed, cost power, cost space,  

cost money, and add connections that can fail. 

ÅBigger emulation chips mean fewer cut nets. 

ICFPT 2014 Keynote ð Mike Butts  


